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Executive Summary

This deliverable presents an evaluation of network topologies in public adraitiists,
covering for example aspects such as address types used inside the network.

Some generic scenarios ashown to illustrate further discussions, which will cover the
different routing and addressing options, depending on the types of addressesingsbeé
network and the way of getting connectivity to the IPv6 Internet.

Some specific examples are included at the end of this document, showing real deployments in
public administration networks.
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1. INTRODUCTION

Different options exist when deplayy a public administration networkSpecifically, from the
IPv6 point of view, therexistdifferent design optiongor routing andfor address types.

This documenshowsrecommended options, their characteristics and pros and cd/sen we

talk about impémenting IPv6, two options exist, dustick or IPv@®nly. The first one is the
commonest case, being IReBly used for some specific new service or part of the network
although it is expected that IPughly networks will become more common sooner thateta

In any case, considerations showed in this document apply for both types of implementation
unless it is specifically stated

This documenends with some real examples of deployments made in different countries by
public administrations that alreadyalwe implemented IPv6 on their network.
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2. OPTIONS ANQONSIDERESCENARIOS

Available options odesign choicesare shownand discussed to clarify the pros and cons,
allowing for a good decision to the network design@eneric scenarios to be used to illusea
further discussionsre also described

2.1 Options

2.1.1 Follow the IPv4 network design?

Three options:

1. Follow the IPv4 network design for the IPv6 network desigrse the same topology,
network devices, routing protocols, monitoring tools, etc.

2. Create an indepadent design for IPv6that mostly follows its own topology, using
different routing protocols, network devices, and monitoring tools.

3. Mixed: following the existent IPv4 network design in some parts and a different one for
IPVv6 in others.

The recommended rad most used is option 1, because it makes easier and cheaper the
implementation and management of the IPv6 network. Option 2 is no usually considered, but
for some parts or services it could make sense if the IPv4 support is not needed or is going to
disgppear.

The mixed scenario could be necessary because lack of IPv6 support in some network devices.

2.1.2 Mix IPv4 and IPv6 on the Same Link?

Two options

1. Mix IPv4 and IPv6 traffic orthe same layer 2connections only one layer three
interface is needed with botIPv4 andPv6addresses.

2. Separate IPv4 and IPv6 by using separate physical or lodio&k. two layer 3
interfacesare neededone for IPv4 addresses and one with IPv6 addresses

There is aguite 4rong consensus in the @pator community that option 1is the preferred way
to gobecause it has several advantages:
1 Requires only half as many layer 3 interfaces as of@jahusproviding better scaling.
1 May require fewer plgsical ports, thus saving money.

1 Can make the QoS implementation much easier (foange, rate limiting the
combined IR4 and IPv6 traffic to or from@istomer).

07/02/2013¢ V1.0 Pages of 41
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1 Provides better support for the expected future of increasing tPaic and decreasing
IPv4 traffic.

1 Is generally conceptually simpler.

However, tlere can besituations whee option 1 is the pragmatic choice, for exampie work
around limitations innetwork equipment. One big example is the generally poor level of
support today for individual statistics on IPv4 traffic iRv6traffic when option 1lis used.
Other, devicespecific, limitationgxist as well. It is expected that these limitations will go away
assupport for IPv@natures;making opton 2less and less attractiventil the day that IPv4 is
finally turned off.

2.1.3 Separation of IPv4 and IPv6

Thee is a generatonsensus around that IPv4 and IPwéffic should generally be mixed
together. This recommendationdsiven by the operational simplicity of mixing the traffic, plus
the generalobservation that the service being offered to the end usdntsrnet connetivity

and most users do not know or care about thelifferences between IPv4 and IPv6. Thus it is
very desirable to mix IPv4 and IPv6 on the same link to the end user. On other links,
separation is possible but more operationally complex, thotigthoes occasionally allow the
operator to work around limitations on network devices. The situation here is roughly
comparable to IP and MPL8affic: many networks mix the two traffic types on the same links
without issues.

By contrast, there is mre of an argument for carrying IPv6 routimgformation over IPv6
transport, while leaving IPv4 routingformation on IPv4 transport. By doing this, one gets
fate-sharingbetween the control and data plane for each IP protocol version.

2.1.4 Use Inks with Only LinkLocal Addresses?

Two options:
1. Use only linklocal addresse¢'unnumbered")

2. Have global or uniqudocal addressesassigned in addition tbnk-locals

There are twaadvantages of unnumbered links:

1 Ease of configuration In a network with a large nunds of unnumbered links, the
operator can just enable an IGP on each routeithout going through the tedious
process of assigning and trackitg addresses for each link.

1 Security Since linkocal addresses are unroutable, the associated interfacesot be
attacked from an offink device. This implies less eff@atound maintaining security
ACLs.
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Thereare various disadvantages to unnumbeteiks in IPv6:

T

Troubleshooting is more difficult: It is not possible to ping an interface that has only a
link-local address from a device that is not directly attached to the link. Thus, to
troubleshoot, one must typically log into a device that is directly attached to the device
in question, and execute the ping from there.

A traceroute passing over the unnumleer link will return the loopback or system
address of the router, rather than the address of the interface itself.

On some devices, by default the lifdyer address of the interface is derived from the
MAC address assigned to interface. When this is demgpping out the interface
hardware (e.g. interface card) will cause the diaker address to change. In some cases
(peering config, ACLs, etc) this may require additional changes. However, many devices

allow the linklayer address of an interface taetexplicitly configured, which avoids this
issue.

1 The practice of naming router interfaces using DNS names is dificimtpossible
when using LLAS only.

71 Itis not possible to identify the interface or link (in a database, email) bycjust giving
its address.

Today, most operatrs use humbered links (optior) @sing global unicast addresses

2.1.5 UseLink-Local NextHop in a Static Route?

Two options:
1. Use the farend's linklocal addressas the nexthop address
2. Use the farend's GUA/ULA addresss the nekhop address

Recall that the IPv6 specs for OSPF [RFC5340] and ISIS [REC&868hat they always use
link-locals for nexthop addresses. Fatatic rautes, [RFC4861] section 8 says:

A router MUST be able to determine the Jiokal address for ez of itsneighbouringrouters
in order to ensure that the target address in a Redirect message identifieitjfi@ourrouter
by its linklocal address. For static routing, this requirement implies that the-mgxtrouter's
address should be specifiading the linkdocal address of the router.

This implies that using a GUA or ULA as the next hop will preveotitar from sending
Redirect messages for packets that "hit" thiatic route. All this argues for using a Hokal as
the nexthop addressn a static route.

However, there are two cases where using a-lodal address as theexthop clearly does not
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work. One is when the static route is ardirect (or multthop) static route. The second is
when the staticroute is redistributed into anther routing protocol. In theseases, the above
text from RFC 4861 notwithstanding, either a GUAJbA must be used.

Furthermore, many network operators are concerned about tependency of the default
link-local address on an underlying MA@dress, a degribed in the previous section.

There is also an specific issues related with using ddo# address as nekiop for a static
route, the outgoing interface should also be specified. This happens because the satoedink
prefix is used in all IR S @ Airte&ace3 (fe80::/64).

Today most operators use GUAs as Aexp addresses.

2.1.6 Seprate orcombinedeBGP Sessions

For a duaktack peering connection velne eBGP is used as the routimgtocol, there are two
options
1. Useone BGP session to carry holPv4 and IPv6 routes

2. Usetwo BGP sessions, a session over IPv4 carrying IPv4 routes and a session over IPv6
carrying IPv6 routes

The main advantage ofi4¢ areduction in the number of BGP sessions compared with 2

However, there are thre main concans with option 1:

1 On most existing implementations, adding or removing an address family to an
established BGP session will cause the router to tear down aedteblish the session.
Thus adding the IPv6 family to an existing session carrying justdites will disrupt
the session, and the eventual removal of IPv4 from the dual IPv4/IPv6 session will also
disrupt the session.

1 There is the question of which protocol to use to carry the dual IPv4/IPv6 session: over
IPv4 or over IPv6? Carrying it ovev4dPAnakes sense initially from a stability and
troubleshooting perspective, but will eventually seem -adidate.

1 Carrying (for example) IPv6 routes over IPv4 means that route information is
transported over a different transport plane than the data packistsmselves. If the
IPv6 data plane was to fail, then IPv6 routes would still be exchanged, but any IPv6
traffic resulting from these routes would be dropped.

Giventhese disadvantages, option i& the better choice in mossituations, and this is the
chaice selected in most networks today.

07/02/2013¢ V1.0 Pagell of 41
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2.1.7 eBGP Endpoint<zlobal or LinkLocal Addresses?

When running eBGP over IPv6, there are two options for the addréssese at each end of
the eBGP session

1. Use linklocal addresses for the eBGP session

2. Use globahddresses for the eBGP session

Note that the choice here is the addresses to use for the eg3Bions, and not whether the
link itself has global (or uniqdecal) addresses. In particular, it is quite possible for the eBGP
session to use linlocal addresss even when the link has glotzddresses.

The big attraction for option 1lis security: an eBGP session uslimi-local addresses is
impossible to attack from a device thataff-link. This provides very strong protection against
TCP RST argimilar atacks. Although there are other ways to get an equivaleldvel of
security (e.g. GTSM [RFC5082], MD5 [RFC5925], or tkéks)pther ways require additional
configuration which can bforgotten or potentiallymissconfigured.

However, there are a numbe@f small disadvantages to using hldcal addresses:

1 Using linkocaladdressesnly works for singldop eBGRessions; it does not work for
multi-hop sessions.

1 One must use "nexthop self* at both endpoints, otherwisedistributing routes learned
viaeBGP into iBGP will not work.

1 Operators and their tools are used to referring to eBGP sesdignaddress only,
something that is not possible with lidkicaladdresses.

1 If one is configuring parallel eBGP sessions for IPv4 andd&es, then using linkocal
addresses for the IPv6 sessiotroduces an extra difference between the tvwgessions,
which could otherwise be avoided.

1 On some products, an eBGP session using adodaat address ignore complex to
configure than a session that use a glohadress.

1 A strict interpretation of RFC 2545 can be seenf@abidding running eBGP between
link-local addresses, as RFC 25d§uires the BGP nexktop field to contain at least a
globaladdress.

For these reasons, most operators today choose to have the@Pef@ssions use global
addresses.

2.2 Scenario 1

The first generic scenario we will describe is the smallest one, where the public administration
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network is not very big nor expands over a big geographical dreis. kind of networks is
usually served by anoén bigger public organization, that in some cases are dedicated to
provide the connectivity service.

Example of this scenariocould be a University that has its own campus network, but
connectivity if obtained through commercial ISPs or &NRlational Reearch Network)

The following figure shows this scenario:

" o O ISP R

Internet

" PUBLIC
———— _ ORGANIZATION
H“HHETWORK

T

!
PUBLIC /f
SERVICES y

INTERNAL
S SERVICES

Figure2-1: Scenario 1 scheme: small public organization

The network has itsusers that are supposed to connect to Internet, to other public
organiations inside its country or in some cases in other countries, and to services published
by them. The services published by the public organization could be divided in two types, for
internal use only and also for public access.

2.3 Scenario 2

The second geme scenario is a network of a big public organization #vgtandsover a big
geographical area that could cover a whole country. This network could be used for the
organization own needs or could be used to provide connectivity to other, usually smaller,
organizations.

Example of this scenario could be aHNR(National Research Network) used to connect
educational and researdnstitutions all over a country, or a government network used to give
connectivity to local institutions all over a country.

The bllowing figure shows this scenario:
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IPv6
Internet

o

PUBLIC ™~ _
ORGANIZATION .
NETWORK B
e >
y

Figure2-2: Scenario 2 scheme: big public organization

The network has a core network that interconnects all the parts of the networkirtteznet
connection infrastruttire, some datacenter for internal and external use, and different
networks where users and some services are located.

07/02/2013¢ v1.0 Pagel4 of 41



| 297239 | GENG6 | D21: IPv6 network topologieand addressing types

3. ROUTING ANADDRESSING OPTIONS

We will consider the different choices regarg the addressing and routing, depending on who
provides he connectivity to our public organization network, and related with that which IPv6
addresses are used within the network.

Regarding the connectivity to the IPv6 Internet there will be different options:

3.1 Option 1: Dependant scenario

The public administran depends on othenetwork, usually only one, for their addressing and
routing. The service could be provided by another public administration, a private company, or
a mix.

This scenario is most common in the case of small public organizagtwvorks, hat do not
have strong requirements on addressing and routing.

IPv6 v ISP

Internet

, P1 = ISP Prefix
~" 8P1 = Sub-prefix 1 from P1

\\ INTERNAL

PUBLIC \\SERVICES
ORGANIZATION ™

NETWORK i

PUBLIC /"
SERVICES L7

Figure3-1: Option 1 scheme: Dependant scenario

As could be seen in the figure, the ISP has one big prefix (P1) that is announced to the IPv6
Internet using BGP. The ISP assigns gpsefix (SP1) to the public organization network, that
announces it to the ISBr static routing is used.

If there is a change on the ISP, then the network of the public organization needs to be
renumbered to the nw subprefix of the new ISP. By other side, only one route (P1) is
announced to the IPv6 Internet.
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3.2 Option 2: Independent scenario

The public administration has its own ASN, prefix and routing towthel§Pv6 Internet, usually
through transit providers Ths scenario is most common in case of big public administration
network or networks that service other public administrations, like theBNER This scenario
requires the public administration tibecomea LIR to get all the resources from its RIR
(Regionalnternet Registry).

IPv6
Internet

P1 = Pubic Organization Prefix
SPi = Sub-prefix i from P1

P1
gl PUBLIC ™~ _
pr- ORGANIZATION ™
v NETWORK S
> N
> e \
V. % 3 R Y
s o =.  SP1 4 \ N
Ay \ SP4 4 cope . <@— | DATACENTER2 | \
/| DATACENTER1 [__®F  NETWORK T/ / Y

\spz I

ol — ¢ -

Figure3-2: Option 2 schemetndependentscenario

As could be seen in the figure, the public organizationitsa®wvn prefix (P1) that is announced
using BGP to the IPv6 Internet. Insitke network different sukprefixes (SPi) belonging to P1

are assigned to different parts of the network or to the serviced public organizathom$GP
(Internal Gateway Protocol) is used to announce internally all the subprefixes used, in order be
able o reach all parts of the network.

Only one route is announced to the IPv6 Internet, and there is no problem related with network
renumbering. By other side, this scenario requires bigger and expensive equipment, more
configurationsand management and antgrnal knowhow with dedicated IT staff.

3.3 Option 3: Mixed scenarios

There are other scenarios that have a mix of the characteristics of the two seen before. We will
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show some of them to illustrate possible scenarios a public organization could find.

The pultic organizationcould have its own prefix but be dependant for the routing and
announcement

IPv6
Internet

PUBLIC '\
. PUBLIC  /
a4 o 3y services .7
g \k //
- >
b USERS g

Figure3-3: Option 3 scheme: own prefix and dependant routing

The figure shows this scenario, where the publigamization hadts own prefix (P1) that
announces to two ISPs (ISP1 and ISP2) that will announce the prefix to the IPv6 Internet. There
are two cases where this scenario could happen:

1 Independent Scenario Similar to the one already seen before, where theblic
organization is a LIR with its own prefix and ASN, but uses two ISPs to propagate the
announcement of its prefix to the IPv6 Internet.

1 Multihoming scenario One option that exists for a multihomed network, in our
example using two ISPs, is to obta Pl (Provider Independenpyefix that the ISPs
should announce to the IPv6 Internet.

Another possible scenario occurs when tpeblic organization has its own routing and
announcing capabilities but use another's IPv6 prefix.
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p2 [ IPv6 =4
- -~ \ Internet
-~ .
“ep2 2T -
P2 = ISP2 Prefix

SP2 = Sub-prefix 2 from P2

PUBLIC '\
ORGANIZATIONY_ INTERNAL PUBLIC
NETWORK SERVICES SERVICES -
~ ,/
T USERS _add

—— -

Figure3-4: Option 3 scheme: own routing and another's prefix

In the figure we have a public organization network that obtains amebx (SP2) from one ISP
(ISP2) that Wl announce the main prefix (P20 the IPv6 Internet. Thpublic organization has
routing capabilitiesand even its own ASN (Autonomous System Number) and can annisince
sub-prefix to the IPv6 Internet or for example, announce it in an Internet Exchange (IX) to
optimize the routing.

The last option we will coider is the scenario where the public organization has commercial
connectivity provided by an ISP for IPv6 Internet traffic, and internal traffic to other public
organizations inside its country or even other countries' pubhganizations iprovided by
another public organizationAn example could be educational institutionsHarope thathave
their commercial traffic through an ISP and connect themselves using tBs Reach country
and using DANTGEANThrough all Europe.

IPv6

P2 |
- ~>& Internet
. pa
Service |, < » )
)

Network ‘\ g P1 = Public Organization Prefix
&7 / P1, P2 = Service Network Prefix

SP2 = Sub-prefix 2 from P2

PUBLIC '\

ORGANIZATIONY,  INTERNAL

NETWORK  ~ SERVICES
~

Figure3-5: Option 3 scheme: dual connectivity service
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In the figure the service network refers to a public organization network that offers connectivity
to other public organizationsA subprefix is allocated from the service netwk (SP2). The
public organization network, in the figure, has routing capabilities, its own ASN and prefix (P1),
that is announced to the IPv6 Internet.

Another option could be to have the service network and an ISP, from which anoth@resiix
is receved (for example SP1).

In both cases, care should be taken on which addresses are used for which services and clients.

3.4 Option A: Use oULA

Regarding internal connectivity, a kind egjevernment IPv6 Intranewithin one country there
could be also diffexnt options,becauseof the possibility of using ULA.

The following figure illustrates the scenario used for this discussion.

s Service -
y Network / IPv6
I/ R P: e \ Internet
TN

P1 = Public Organization Prefix
‘ & P2 = Internal use Prefix
\ INTERNAL / = P3 = Internal use Prefix

I

1

\ <

PUBLIC '\ G C ) 4
ORGANIZATION®_  INTERNAL PUBLIC  /
NETWORK . _SERVICES SERVICES ~
~ 7
~ ’,

-
iy —

Figure3-6: Internal and external addresses scheme

In the figure, the public omnization network is connected to the IPv6 Internet using its own
global unicast addresses (GUA) (P1) and can connect to internal services from other public
organization networks using internal prefixes (P2 and P3).

Unique Local Addresses (ULAs) are defime RFC 4193 [RFC4193]pasviderindependent
prefixes that can be used on isolated networkggernal networks, and VPNs. Although ULAs
may be treated like globacope by applications, normally theshould not be used on the
publiclyroutable hternet.

The uniqueness is provided by using a random part of 40 bits of length to create a /48 ULA
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prefix, what is considered enough to avoid collisions when merging networks using ULA
addresses. This was one of the problems with the IPv4 private ri@ie€1918Jand ULA was
designed to overcome this deficiency

Being he ULA prefix (FCOO::/Well known it is easy to badentified and easy to be filtered.

The ULA prefixes defined locally will have the eighth bit set to one, resultingocab ULA
prefix FD0OO/8, followed byrandom 40 bits will give a local ULA prefix of 48 bits (/48).

So, in case of using ULASs:

1 The biggest prefix that could be defined is a /48. If more address space is needed, for
example for a big network with different PoPs, then severafipes should be defined.
If the pseuderandom requirement is followed, these ULA prefixesll not be
contiguous and aggregatable, what makes address management a little bit more
complicated.

1 Devices with only one ULA address (and altickl that is alwgs present) will never be
able to connect to the IPv6 Internet, or being accessed from other networks because
ULA prefixes are not routed and probably will be filtered in the border of sites.

There are two possible ways to provide connectivity to a ULAesddd network, one is using a

kind of NAT for IPv6 called Network Prefix Translation (NPTv6) [RFC6296] that provides a one
to-one translation. The other is the useagplicatiorlayer proxiesBoth are not recommended
because introduce more problems thaolutions, problems that could be avoided using global
addresses.

For our example scenario, we are considering to use GUA for public servicks asdrs that
want to connect to the IPvihternet and use ULA for services onlysed internally. Thisneans

that you need a ULA to connect to/from networks connected through the service network. In
our figure, this means making P2 and P3, both a ULA prefix.

3.5 Option B: Use oGUA

The use of IPv6 Global Unicast Addresses (GUAS) allows all the network devicessoaad
be accessed from the IPv6 Internet. It must be clear that it allows but do not obligate, so
filtering should be applied to protect networks / prefixes following a good security policy.

Following with the scenario seen in the figure showed in previsection, one option is to use
GUA for the internal prefixes as well (P2 and P3). For example, the public organization in the
figure could make P2 a syiefix of its own GUA prefix (P1), and announce it to the service
network.
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3.6 Option C: Use of both GUand ULA

Another option is to use both ULAs and GUAs. Two options exist:

1. IP devices with both GUA and ULA addresses in the same interfabis could be an
interesting scenario and will be describedmore detail below.

2. IP devices with only GUA addresses with only ULA addresses on their interfaces
This option has the same considerations seen above for the use of only ULAs and only
GUAs, but for different parts of the network. The only difference is that internally to
that network using both types of adesses, routing between them is allowed, resulting
in the ULAs being reachable by GUAs with the appropriated routing configuration.

As described in [RFC4864], in practice, applicationstneay ULAS like globalcope addresses,
but address selectiomlgaithms may need to distinguishebveen ULAs and ordinary global
scope unicast addresses to ensure bidirectional communications.

In our example scenario, we will have a GUA prefix (P1) and a ULA prefix (P2) announced to the
service network The users withimur network will use both a GUA and an ULA address.

If the source address selection algorithm works propevijien a user within the public
organization tries to connect to a GUA somewhere in the IPv6 Intemiletuse its GUA as
source address. When t8go connect to some internal service reachable using a ULA, then will
use its ULA address.

3.7 RoutingConsiderations

Using a netwrk design as shown in figure73n large scale networks occurs some challenges
for routing. If there are several organizationsnnected to the Service Netwarlas shown in
the figure, it will be necessary to hold routing information for each connected partner. This
means, that all Prefixes P.2 Px have to held in the routing tabté each edge router of a
public organization etwork.
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Figure3-7: Internal and external address scheme for huge service networks

In fact the public governments use separated secured networks for some kind of internal
communication. Examples are DOIGermany, SARA in Spain or on European level the STESTA
network. The IPv4 addressing in national networks most time bases on private addresses.
STESTA still uses a IPv4 public address space that is not announced to the iftemetay

each connected sithas to support an exception in routing to the global mask for the default
route to the internet, showing the special route to STESTA sites using the secured networks.

Nevertheless security shall be transferred to the applications itself then being dfferdy) by

using secured networks those secured networks are still a existing basic security feature for
government communication now an also for several years ahead. On the other hand IPv6 is
designed as and to end communication. As mentioned above rfeatsimilar to NAT in IPv4
occur for IPv6 also, but are still in strong discussion and in no kind common use until know. So
the impact of the decision ULA vs. GUA should be considered regarding that end to end
communication in IPv6 is a necessary factféunctional network.

The ULA address space covers a subnet of /7.nbheollisionidea in ULA bases on random
choice of the (small) networks for the users. For the addressing of the whole national
government organizations of a nation random choice faAWvill not be a good opportunity, so

the address space has to be assigned planned. Considering further that Germany received a /26
for their national governments and Spain is working on an subnet of /24 for the Spain
governments it is getting clear, thatich a concept will not work in European dimension, when
end to end communication over secured service networks and within unique addresses also
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must be enabled. In thatase,for each state a subnet of the ULA address space has to be
assigned and obligatp to be used to make communication possible over the secured
networks. This is expected as being nearly impossible.

To get the national networks routable it is still necessary, that the used addresses can be
proper aggregated at the edge of the netwotk.will be easy possible to route one (short)
prefix to one national network. If the random system of ULA or a free addressing with GUA by
each government- using its local provider or own Pl address space per governmental
organization- will be used the outing information has to cover every little network connected

to the service network system. This will force every router at network edge points, which has to
make the routing decision between internet connection and service network, to hold a huge
number of routes and therefore scales to expensive carrier grade systems. Especially networks
with a source near decision for the differentiation between routing to the internet vs. using
closed service networks will not be able to cover these routing tablesguse there are small

and medium sized SOHO routers in use at presence. Therefore the whole network architecture
has to be redesigned fundamental, disproportional equipment has to be instaledoutes
simply have to be dropped. Since the last alteatwill be the easiest and cheapest choice it
can be assumed, that the idea of the seamless secured communication end to end over secured
service networks in European government will get heavy damage in practical implementation
as far as there is no addigag directive.

Therefore,Germany as well as Spain still decided to request a consolidated address space of
GUA by RIPE NCC. This will make routing transparent to all users and especially-tiediorier
communication much more easy and transparent byngshighly aggregated prefixes for
international routing.

07/02/2013¢ V1.0 Page23 of 41



297239 | GENG6 D21: IPv6 network topologieand addressing types

]
Public ! 4
Organization |
Network #x ‘\ 4

\\_‘/ \ / nternet
~ Service
Network
\

Pn= national Public Organization Prefix
P1= Public Organization Prefix, Subnet of Pn

Public \ 3 T R 7/ P3 = Public Organization Prefix, Subnet of Pn
Organization  “_ =~ _ Px=Public Organization Pretix, Subnet of Pn
Network =3 = - D

: PUBLIC
' \_ INTERNAL SERVICES .~
Public ~SERVICES pre
Organization g i
Network #1 e USERS _ -~

Figure3-8: Internal and external routing

At this moment the national claimed GUA are planned to be used for internal communication
over (securedyervice networks as well as for common internet communication. This brings up
another mandatory aspect of routing design. Because using the same addresses over the
service network as over the Internet the addresses of common internet services will belroute
over the service network. So each service offered to the Internet must be made available
using the same addressover the service network as well. This affects the security design of
some connected governments, because until now the security areadingvservices only to

other governments over service networks is strictly separated from the security area for
Internet services.

As an alternative solution servers only used for offering services to the Internet can use
addresses out of the scope of tirmonized national addressing scheme, so that in any case
routing is using the Internet connection. In thosases,the routing to the service networks
over the aggregate subnets will not be affected.

For the further design of IPv6 implementation in ioaal government networks in European
member states and for the connection using the backbone network sTESTA itself these
considerations have to be taken in account, as far as they operate with closed service networks.
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4. EXAMPLES

4.1 German Example
The Germamovernment network structurés composeaf different parts.
Deutschland Online Infrastruktug DOI(German Online Infrastructure)

DOI is the network of the German national authorities. Like STESTA connecting the EU
administrations it is a secure way tooninect the different administrations levels (federal
government, federal states (Landegnd municipalities). The legal basis for the collaboration
between the Federation and the federal states in matters of information technology was
Sadl of AaKARon EannedliigShe & Networks of the Federation and the federal
adlriSaég OAYLIESYSyGAy3d | MBXNODE dy® ZKSITKS () K
which took effect on 1 April 2010.

DOl is still IPv6 ready since end of 2012. The roll outlf@caess points is running. The DOI is
under control of the federal government. The netwouses MPLS technologyand it is
operated by TSystems. An additional IPsec based cryptographic layer is under operation of the
Federal Administration OfficdJserfees for every connected access point fund DOI. The fees
scale with the used bandwidth.

Federal statenetworks

Some federal states operate networks to connect their sites but also for secured access to
municipalities in their states. There are several medef operation (selbperated or
outsourced), also of financing (central vs. based on access points).

North Rhine Westphalia@loes not provide its owrfederal state network The federal state
government provides all servicelat must be accesseby munigpalities over DOITherefore,

in North Rhine Westphalia each municipality has either a direa@mindirect connection to
DOI. For this reasorCitkomm is connected to most other governments using its DOI access
point.

Data centre networks

In Germany, thre are several data centres that are part of the government. Many of them do
not stick to one single government. There are in ownership by groups of municipalities. Usually
for the group of the owners, but also for other governmental institutions, theata dentres
operate networks of their own. Most networks are based on rented infrastructure (lines,
networks, parts of the equipment), operated and maintained by different progider rare
cases own networks (based on own fibre or radio relay systera)[@erated.
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Citkomm itself operates a network based on MPLS and internettk@Nonnects about 250
locations.

Citkomm networksas example for a municipality data centre
Within the Citkomm responsibility, several networks have to be considered whengadkiout
IPv6 transition.
1 Backbone
o Core backbone network
o Several networks connect application servers to the customers
o { SOSNIf AYFNI &dNHzOGdzNBE ASNWAOSa 65b{ =
17T WAN
0 MPLS or Internet based VPNs
0 leased lines
o Linux based rater appliarces (seldeveloped aeéaidiSy tAyS OFftS
o Cisco routers
1 DMZ

o Several DMZ networks, representing different levels of security and access
providers

1 Citkomm LAN
o Flat layer 2 network
o VPN users
1 Customer LAN
o Typically flat layer 2 network
o Satellite locatbns possible
0 Mobile VPN users possible

1 All networks mentioned above are under control of Citkomm, with the exception of the
Odzai2YSNRa [! bd 2 S astleckygiRionielfor B GENGpidiedt S & A
whose network, esp. servers and business appbas, is closely managed by Citkomm.

1 We intend to use an address space from the de.governnassignment Currently we
can expect a /48 for Citkomm itself an another /48 for the involved customer

0 Use of de.government will gives perspectives of

A easy routhg to other governments over the network aggregate

07/02/2013¢ V1.0 Page26 of 41



297239 | GENG6 | D21: IPv6 network topologieand addressing types

de.government
A using end to end connectivity features of IPv6 to other governments

o Use of multiple IPv6 addresses per client should be avoided to minimize possible
occurring problems of correct addressage at client

o IPW Addresses from the de.governmeassignmentwill be used for public
services (DMZ) to give positive proof of concept for other users, too.

0 GUA will be used for entb-end communication. This also reduces the need to
introduce several gegric proxy systems.

o The Federal Office for Information Security (BSI) recommends ULA for purely
internal network communication.

1 During the further roll out each customer will get a /48 from de.government

1 Beneath the address concept for the subnets forregovernmental location, there are
no further addressing conventions inside an authorities network at this moment.
Attention should be given to different projects (IPv6 profile (Federal Ministry of
Interior/Fraunhofer FOKUS), dSANv6 [ederal Office forInformation Security,
reference handbook of IPv6 working group (organized by Federal Ministry of Interior)),
but all these projects are still under work and results not published yet. Citkomm can
use the results in that sense that the drafts of all prtgeare available for the GEN6
project work.

1 Thereforethe design and approval of a detailed addressing schema within a data centre
and a customer network will be part and outcome of the GENG6 pilot.

The following figure shows German network structure 4.
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iWAN = openVPN Solution, Product of Citkomm, Certified by TUVIT

Figure4-1: German Example 1

The following figure shows German network structure for IPv6.
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Figure4-2: German Example 2

In international Internet ules, there formerly was a strict design rule, to use provider
aggregated addresses only. In the meantime, this rule has been relaxed, so now provider
independent address space is also possible. Considering the huge number of networks possible
in IPv6,it must be assumed that network operators will not route arbitrarily long prefixes in the
future, especially when the number of IPv6 routing entries grows substantially. Icabésit
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might be possible, that a network operator far away from Europe wily ealte aggregated
routes into the RIPE region. Because there is no specific policy, network operators have to stick
to in this case small networks / long prefixes may get connection problems.

For the German addressing scheme it is discussed to implemdmatclkup mechanism for
routing for long subnet prefixes in a way, that one provider will announce the whole
de.government Subnet to the internet. To minimize network traffic to this provider all other
owners of a /32 will be asked to publish their /32 alBaie to the nearly geographical structure

2F GKS koH RSLX2eYSyd GKAa gAftt NBadAZ G Ay |
eg. the routing from regions far away from Germany.

Routing /32 only

Internet

W\ (Re)Routing /48 as more specific
" Default
\ route

4
de.gov/32 /4
7

7 de.gov/48""'-{w )

de.gov/48
DOI (national N

government
backbone)

government
1

de.gov/26

* Contracting of every access provider is neccassary, that routing until
/48 is supported by him and all it’s uplink provider up to the SubLIR-
Provider of the relevant /32

Figure4-3: Geman Example 3

This concept secures routing to German network providers. To ensure further routing also for
long prefixes to national governments access points it is mandatory, that the access provider
for this government and all transfer providers to ta@nouncement point of the aggregated
prefix /32 support routing of long prefixes, as far as they regard to the national government
address space maintained by de.government. The IPv6 working group in Germany just started a
discussion with the national nebrk operators to achieve a general commitment to support

this routing concept. If this can be performesliccessfulthe operators can show their
commitment directly when applying as network access provider for government organizations.

4.2 Greek Example

SYZEXSI is the Greek Public Administration Network and is operational since late 2005. It
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offers the following main services to 4.500 public agencies:

1 Broadband and secure IP connections so that they can offer thgavernment services
and have access thé Greek State Intranet and the web.

1 Low cost voice services (telephony) (for free within the network)
1 Video Services

1 SsTESTpanEuropean connectivity

SYZEFXdSNetwork is designed as the successor of SYZEFXIS new project aims to:
1 over all GreelAgencies (at least 34.000 actors)

Provide broadband access

Use of MANSs (Metropolitan Area Networks) fibre infrastructures

Provide ypgraded/updated services

= =/ =4 =4

Provide rw value added services emphasis on security video ¢ collaboration ¢
mobility of uses

9 MEEAYATFGA2Y 2F aF33INB3IlFGA2Y the BreeRbic Yy RE
sector

All 34000 SYZEFXISactors cover almost the entire spectrum of the Public Sector (except from
DNBES]T ! NyeQa OflaairATASR ySig2MB NeworR amdiasgA & (i N
categorized, depending on their supervising authority and the services offered to them by
SYZEFXIS II.

The current public network is splittm six regions, as shown in the following figure. Similar
architecture will be followed in théuture upgrades (in terms of footprint and services) for the
public network infrastructure SYZEFKIBut the regions will be increased to nine
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Figured-4: Greek Example 1

The services provideare:

=4 =/ =4 A -4 - -

MPLSbased ISPs will provide interconnection services. All the regions will beceadnn a L3

Internet connectivity

VPNs

Voice (SH»ased, mobile, ety
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Security
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Figure4-5: Greek Example 2

The logical network of each region is provided in the following diagram. TtehdtBRI provide
access based on xDSL, public Ml infrastructures, or his own network infrastructure.
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[/ IntereXchange

sttt 117 —_ Point

=
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3

Figure4-6: Greek Example 3

A single network will interconnect all thaublic agencies. Sever&Rs havelanned to provide

interconnection (as well as securityideoconferencingvoice, etg services based on a contract
/ SLAs.

Regardingthe public academic and research institutions in Greeitey are interconnected
through acompletely separateahetwork, called GRNEWhile the public schools in Greece are
interconnected through the Greek School Network (GSN)
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Greek Research & Education Community. Based lesdingedge technologies, the

infrastructure is constantly upgraded to meet the growing demands of its users in terms of
transmission, traffic and network capacity.

The GRNET network is a new generation optical fiber network based on Wavelength Division
Multiplexingg WDM technology at high speeds-1D Gbps). The core network is formed by IP
routers that are interconnected with PoS 2.5 Gbps circuits over 10Gbps wavelengths that are
implemented via owned DWDMquipment. Since 2008, GRNET dark fiber netwsektended

all over Greece, with total length of dark fiber more than 9000km and optical equipment that
may support speeds up to 21x10 Gbps per link.

The GRNET IP network topology including the established Layer 2 Ethernet links for the
interconnection & GRNET clients is showntie following FigureThe GRNET network can be
divided into core and access network parts. The access network consists of dark fiber pairs
between the point of presence (PoP) of GRNET in each major city in Greece and thaheoP of
connected university or research institute. Around 100 clients are connected to the GRNET
network. Thus, the GRNET network topology can be considered as a flat network topology
without large aggregation points. Alternative backup paths are availablthéomajority of the
network nodes while more than one alternative paths exist for the central network nodes.

Figure4-7: GRNET Network Topology

The Greek School Network (GSN) is the educational intrangteoMinistry of Education, Life
Long Learning and Religious Affairs that interconnects all schools and a large number of
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educational administrative units and organizations and provides to them high quality electronic
services. It is the biggest publictmerk in the country, having the largest number of users, and
has been recognized internationally as a remarkable educational network that promotes the
introduction and exploitation of Information and Communication Technologies (ICT) in the
Greek educatioal system.

The logical architecture of the GSN, operated by CTI, is shave fallowing Figure

Figure4-8: GSN architecture

The figure depicts the six different technologies that are used in ordarténconnect schools
into the GSN and, thus, to the Internet. So, every school is connected to the Internet using one
of the following technologies:

w ADSL links with access bandwidth &4Mbps,

w Ethernet with access bandwidth at 1Gbps, through Metrdpal Area Networks of the
public sector, available to numerous municipalities across Greece,

w Wireless link with access bandwidth at-34Mbps,

w Leased Lines with access bandwidth atZViops,

W VDSL with access bandwidth at2Mbps,

() ISDN/Dialup acass with access bandwidth at-828Kbps.

The design model and the operational specifications of the GSN are based on the TCP/IP
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